**The Educational Competition Optimizer**

Junbo Lian 1,2,3, Ting Zhu 1,2,3, Ling Ma 1,2,3, Xincan Wu 1,2,3, Ali Asghar Heidari 4, Yi Chen 5, Huiling Chen 5,\*, Guohua Hui 1,2,3\*

1 College of Mathematics and Computer Sciences, Zhejiang A & F University, Hangzhou 311300

junbolian@qq.com, maling@stu.zafu.edu.cn, ai@stu.zafu.edu.cn, y.yr.r@qq.com, deliver1982@163.com

2 Key Laboratory of Forestry Sensing Technology and Intelligent Equipment of Department of Forestry, Zhejiang A & F University, Hangzhou 311300

junbolian@qq.com, maling@stu.zafu.edu.cn, ai@stu.zafu.edu.cn, y.yr.r@qq.com, deliver1982@163.com

3 Key Laboratory of Forestry Intelligent Monitoring and Information Technology of Zhejiang Province, Zhejiang A & F University, Hangzhou 311300

junbolian@qq.com, maling@stu.zafu.edu.cn, ai@stu.zafu.edu.cn, y.yr.r@qq.com, deliver1982@163.com

4 School of Surveying and Geospatial Engineering, College of Engineering, University of Tehran, Tehran, Iran

as\_heidari@ut.ac.ir

5 College of Computer Science and Artificial Intelligence, Wenzhou University, Wenzhou 325035, PR China

kenyoncy2016@gmail.com, chenhuiling.jlu@gmail.com

\*Corresponding Author: Huiling Chen(chenhuiling.jlu@gmail.com), and Guohua Hui (deliver1982@163.com)

# The educational competition optimizer (ECO)

This section explains the overall background of ECO and formulates the optimization models.

## Inspiration

Competition in education has become a prominent and contentious issue in contemporary society. As students continuously strive to enhance their abilities and fulfill the stringent admission criteria of educational institutions, the pursuit of higher education has become a relentless quest [1-4]. This pursuit mirrors a fundamental aspect of optimization problems: navigating a vast and complex search space to find the optimal solution. As the level of education rises, the intensity of educational competition increases accordingly. The ECO algorithm continuously retains the elite by simulating this competitive advancement, aligning with the principles of greedy selection and balanced exploration and exploitation in optimization algorithms. This approach not only justifies the methodology but also validates the algorithm's design.

Drawing inspiration from this educational competition, the concept of the educational competition optimizer emerged. This innovative approach offers a fresh perspective on metaheuristic algorithms by metaphorically connecting education and optimization. Consequently, it opens new avenues for devising improved strategies to tackle demanding real-world challenges.

In the primary school stage, characterized by $t≡1\left(mod 3\right)$, schools select their optimal educational locations based on the population's average location. Students, in turn, compete by aiming for the closest school as their target (approach). In the middle school stage, when$t≡2\left(mod 3\right)$, the number of schools decreases, prompting schools to consider the best educational location, factoring in both the population's mean position and the best position. Students continue to compete for the nearest school (proximity). Finally, in the high school stage, when $t≡0\left(mod 3\right)$, schools exercise more careful consideration. They now consider the population's mean, best, and worst positions to determine their educational location. With only one school as their option, students strive to compete for this singular goal (proximity).

## Population initialization

Given that the absence of education leads to societal chaos, we employ logistic chaos mapping to simulate this phenomenon. The initialization formula for logistic chaos mapping, taking into account a population size of $ N$, maximum iterations of $Max\_{iter}$, and search space boundaries of $lb$ (lower bound) and $ub$ (upper bound), can be expressed as:

 $x\_{i}=α∙x\_{i-1}∙\left(1-x\_{i-1}\right), 0\leq x\_{0}\leq 1, i=1, 2, \cdots , N, α=4$

where  represents the  iteration value and  represents the previous iteration value. Map the chaotic value, , to the search space:

 $X\_{i}=lb+(ub-lb)∙x\_{i}$

## Mathematical model of ECO

The ECO algorithm is designed to simulate the dynamics of educational competition, capturing the varying competitive strategies witnessed at different stages: primary school stages, middle school stages, and high school stages. As the competitive pressure heightens and the number of available schools decreases, the optimization process of ECO can be outlined in three steps. By adhering to these conditions, the ECO algorithm smoothly transitions from the exploration step to the exploitation step, relying on an enriched search strategy. We mathematically model the educational competition process as an optimization paradigm to identify the best solution while adhering to specific constraints. The mathematical model of ECO is proposed as follows.

### Stage 1: primary school stage

During the elementary grades, schools determine suitable teaching locations by considering the average location of the population. On the other hand, students set their individual goals based on the proximity of their neighborhood school. At each iteration, the top 20% of the population, ranked based on their fitness, is categorized as schools, while the remaining 80% constitutes the students. It is important to note that this assignment of roles to individuals such as schools or students can change dynamically throughout the iterations.  is the adaptive step size. **Fig. 1** visually illustrates the behavioral strategies both schools and students adopt at the primary school stage. Primary school students often opt for schools near their residences, considering factors like safety and convenience. In turn, educational institutions often adapt their locations to accommodate the average proximity of their student body, facilitating accessibility and attendance. The mathematical representation of this behavior is denoted by Eq. (3) and Eq. (4).

 $Schools:X\_{i}^{t+1}=X\_{i}^{t}+w∙(X\_{imean}^{t}-X\_{i}^{t})∙Levy(dim)$

 $Students :X\_{i}^{t+1}=X\_{i}^{t}+w∙(close(X\_{i}^{t})-X\_{i}^{t})∙randn$

$w=0.1ln⁡(2-\frac{t}{Max\_{iter}})$



***Fig. 1 The behavior at the primary school stage***

In Eq. (3) and Eq. (4), $X\_{i}^{t}$ denotes the current position, while $X\_{i}^{t+1}$ signifies the position of the subsequent update. $X\_{imean}^{t}$ represents the average position of each element of the vector for the ith school in the tth round of iteration, and $Levy(D)$ denotes the Levy distribution. $close(X)$ indicates the location of the school closest to $X$. $Randn$ represents a random variable following a normal distribution. The pertinent parameters and functions can be further elucidated as follows:

**Average vector position**$ X\_{imean}^{t}$ & **Average position**$ X\_{mean}^{t}$: $X\_{imean}^{t}$ represents the average position of each element of the vector for the ith school in the tth round of iteration. $X\_{mean}^{t}$ denotes the average position of the current swarm, denoted as$ X\_{mean}^{t}$. They are calculated as shown in Eq. (6). Where $X\_{kt}$ denotes the kth element in the vector $X\_{i}^{t}$.

 $\left\{\begin{array}{c}X\_{mean}^{t}=\frac{1}{dim}\sum\_{k=1}^{dim}X\_{kt}\\X\_{mean}^{t}=\frac{1}{N}\sum\_{k=1}^{N}X\_{k}^{t}\end{array}\right.$

**Levy distribution**: The rule for the Levy distribution is represented in Eq. (7), where $γ$ is assigned the value of 1.5.

 $\left\{\begin{array}{c}Levy\left(dim\right)=\frac{μ∙σ}{\left|v\right|^{\frac{1}{γ}}}\\μ\~N(0, dim)\\v\~N(0, dim)\\σ=(\frac{Γ(1+γ)∙sin⁡(\frac{πγ}{2})}{Γ(\frac{1+γ}{2})∙γ∙2^{\frac{1+γ}{2}}})^{γ+1}\end{array}\right.$

### Stage 2: middle school stage

Schools adopt a more sophisticated approach to choosing their teaching location during the middle school stage. They consider a combination of the average and optimal population locations. Similarly, students at this level set their personal goals based on the proximity of neighboring schools. In each iteration, the top 10% of the population, ranked by their fitness, takes on the role of schools, while the remaining 90% constitutes students.

As middle school academic pressure gradually increases, students' patience in learning is denoted by$P$. Students are further categorized into two groups based on whether they are academically gifted or not. The judgmental threshold $H$ is set at 0.5 for this classification. For academically gifted students, their motivation to learn is represented by$E$, while those who are not academically talented have a fixed motivation value of$E=1$. $w$ is the adaptive step size. **Fig. 2** visually presents the behavioral strategies both schools and students adopt at the middle school stage. Like elementary school, the competition among students for better educational resources intensifies. The mathematical representation of these behaviors is expressed by Eq. (8) - Eq. (11).

 $P=4∙randn∙(1-\frac{i}{Max\_{iter}})$

 $E=\frac{π}{P}∙\frac{i}{Max\_{iter}}$

 $Schools:X\_{i}^{t+1}=X\_{i}^{t}+(X\_{best}^{t}-X\_{mean}^{t})∙exp(\frac{i}{Max\_{iter}}-1)∙Levy(dim)$

 $Students:X\_{i}^{t+1}=\left\{\begin{array}{c}X\_{i}^{t}-w∙close\left(X\_{i}^{t}\right)-P∙(E∙w∙close\left(X\_{i}^{t}\right)-X\_{i}^{t}),R\_{1}<H\\X\_{i}^{t}-w∙close\left(X\_{i}^{t}\right)-P∙(w∙close\left(X\_{i}^{t}\right)-X\_{i}^{t}),R\_{1}\geq H\end{array}\right.$



***Fig. 2 The behavior at the middle school stage***

The talent values of different students are simulated using the random number$ R\_{1}$, which takes on a value within the range of [0, 1].

### Stage 3: high school stage

At the high school level, schools adopt a meticulous approach to selecting their teaching locations. They consider not only the average population location but also the best and worst locations within their population. This comprehensive assessment helps them make informed decisions about their educational location. In contrast, all students converge toward the current best location, which is identified as the best high school location. The optimization process motivates every student to strive for admission to this best high school. During each iteration, the top 10% of the population, determined by their fitness, are designated schools, while the remaining 90% continue as students. **Fig. 3** provides a visual representation of the behavioral strategies adopted by both schools and students at the high school level. High schools adapt their locations based on student demographics while students vie for superior educational opportunities, transcending geographical constraints in their pursuit of excellence. Eq. (12) and Eq. (13) represent the mathematical expressions for this behavior.

 $Schools:X\_{i}^{t+1}=X\_{i}^{t}+\left(X\_{best}^{t}-X\_{i}^{t}\right)∙randn-(X\_{best}^{t}-X\_{i}^{t})∙randn$

 $Students:X\_{i}^{t+1}=\left\{\begin{array}{c}X\_{best}^{t}-P∙(E∙X\_{best}^{t}-X\_{i}^{t}),R\_{2}<H\\X\_{best}^{t}-P∙(X\_{best}^{t}-X\_{i}^{t}),R\_{2}\geq H\end{array}\right.$

***Fig. 3 The behavior at the high school stage***

The talents of individual students are represented by a random number denoted as $R\_{2}$, which falls within the range of [0, 1].

## Pseudo-code of the ECO algorithm

|  |
| --- |
| **Algorithm 1**: Pseudo-code of the ECO algorithm |
| 1: Initialize the ECO parameters |
| 2: Initialize the solutions' positions randomly (Logistic Chaos Mapping) |
| 3: **For** i = 1:Max\_iter **do** |
| 4: Calculate the fitness function |
| 5: Find the best position and worst position |
| 6: Calculate R1, R2, P, E |
| 7: **For** j = 1:N **do** |
| 8: Stage 1: Primary school competition |
| 9: **If** mod(i, 3) == 1 **Then** |
| 10: **If** j = 1:G1Number **Then** |
| 11: Update schools position by Eq. (3) |
| 12: **Elseif** j = G1Number+1:N **Then** |
| 13: Update students position by Eq. (4) |
| 14: **End** |
| 15: Stage 2: middle school competition |
| 16: **Elseif** mod(i, 3) == 2 **Then** |
| 17: **If** j = 1:G2Number **Then** |
| 18: Update schools position by Eq. (10) |
| 19: **Elseif** j = G2Number+1:N **Then** |
| 20: Update students position by Eq. (11) |
| 21: **End** |
| 22: Stage 3:High school competition |
| 23: **Elseif** mod(i, 3) == 0 **Then** |
| 24: **If** j = 1:G2Number **Then** |
| 25: Update schools position by Eq. (12) |
| 26: **If** j = G2Number+1:N **Then** |
| 27: Update students position by Eq. (13) |
| 28: **End** |
| 29: **End**30: **If** $X\_{i}^{t+1}>X\_{i}^{t}$ **Then**31: Select the optimal solution using the positive greedy selection mechanism32:  **End** |
| 33: **End** |
| 34: Return the best solution |
| 35: **End** |

In ECO, the optimization process commences with the random generation of a predetermined set of candidate solutions, known as the population. Through iterative trajectories, ECO's search strategy explores regions proximate to the optimal solution or where the best solution has been identified. Each solution dynamically updates its position based on the best solution attained during ECO's optimization process. ECO places significant emphasis on maintaining a balance between its search strategies: exploration and exploitation. Six distinct exploration and exploitation search strategies are introduced to achieve this balance, involving three phases of interaction between schools and students at different educational levels.

******

***Fig. 4 Flowchart of ECO algorithm***

The search process in ECO continues until it meets the predetermined termination criterion. The full architecture of the algorithm is detailed through pseudo-code in Algorithm 1 and illustrated in Fig. 4, providing a thorough walkthrough of the entire optimization process, including its iterative stages and search tactics. ECO leverages the strengths of both exploration and exploitation phases, ensuring a thorough examination of the search space and efficient convergence to optimal solutions.

## Computational complexity of ECO

In this section, we provide an overview of the overall computational complexity associated with the ECO approach. The computational burden of ECO primarily hinges on three key elements: the initialization of solutions, the computation of fitness functions, and the solution update mechanism. Let us consider $N$ as the count of solutions and $O(N)$ as the computational complexity associated with the initialization of these solutions. The computational complexity of the updating processes is$O\left(T×N\right)+O\left(T×N×dim\right)+O\left(T×N×logN\right)$, which consists of exploring for the best positions and updating the positions of all solutions, where the total number of iterations is called $T$ and the dimension size of the given problem is called $dim$.
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